
Diyi Liu and Shashank Mohan

Regional Power, Policy Shaping and Digital Futures: 

Norm Externalization
through the Delhi and
Beijing E�ects

July 2025



© 2025 Tech Global Institute. All rights reserved.

This work is protected by copyright. Apart from uses permitted under the

Copyright Act (R.S.C., 1985, c. C-42) and the licenses granted, no part of

this publication may be reproduced or modifed without the prior written

permission of Tech Global Institute. This publication is available for your

use under a limited, revocable license from Tech Global Institute,

excluding the use of trademarks, images, and where otherwise stated. If

the content of this publication has not been modifed or transformed in

any way—such as by altering text, graphing or charting data, or deriving

new information or statistics—attribute it as “Liu, D. & Mohan, S. (2025).

Regional Power, Policy Shaping and Digital Futures: Norm Externalization

through the Delhi and Beijing E�ects. [Report]. Tech Global Institute.” If

you have modifed or transformed the content of this publication and/ or

derived new materials, attribute it as “Based on information provided in

Liu, D. & Mohan, S. (2025). Regional Power, Policy Shaping and Digital

Futures: Norm Externalization through the Delhi and Beijing E�ects.

[Report]. Tech Global Institute.”

www.techglobalinstitute.com



Table of
Contents

INTRODUCTION
01

THE BRUSSELS EFFECT
04

THE BEIJING EFFECT
08

THE DELHI EFFECT
13

FUTURE OF GLOBAL

TECHNOLOGY GOVERNANCE

18



Introduction

From the early internet’s libertarian

ethos – emblematized by John Perry

Barlow’s 1996 Declaration of

Independence of Cyberspace

proclaiming that governments “have

no sovereignty where we gather” –

to today’s intensely contested global

regulatory landscape, internet

governance has undergone a

remarkable transformation. The

once-dominant vision of an

ungovernable cyberspace has

yielded to competing national and

regional frameworks that now

actively shape our digital

experiences. As the internet became

centralized, and platform companies

expanded across borders, global

technology governance emerged as

a central focus of academic and

policy debate. Scholars have

mapped these divergent approaches

through various taxonomies – from

the “Four Internets” identifying

Silicon Valley’s innovation-driven

Open Internet, the EU’s rights-

centric Bourgeois Internet, DC’s

market-oriented Commercial

Internet, and China’s state-
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controlled Paternal Internet, to

newer frameworks analyzing models

of digital sovereignty. Each 

governance model operates across

the internet’s full stack: from the

physical infrastructure layer, through

the code and protocol layer, to the

information layer where content

�ows and user interactions occur.

As the world becomes increasingly

interconnected, the rules and norms

governing technology no longer

remain con�ned to their jurisdictions

of origin. Instead, they ripple

outward, creating what scholars

have labelled national and regional 

e�ects that re�ect both governance

philosophies and geopolitical

ambitions. They represent the

process of norm externalization –

whereby regulations, standards, and

governance approaches developed

in one jurisdiction in�uence or are

adopted by others, either through

market mechanisms, deliberate

policy di�usion, or in response to

capacity constraints and power

asymmetries. These e�ects are not 

https://www.eff.org/cyberspace-independence
https://doi.org/10.1093/oso/9780197523681.001.0001
https://link.springer.com/content/pdf/10.1007/s44206-024-00146-7.pdf


merely academic constructs, but

powerful forces reshaping the global

digital order: They enable mapping

pathways of policy transfer across

borders, and shed light on how

external in�uences interact with

domestic politics in regulatory

outcomes. Further, norm

externalization characterizes

geopolitical in�uence and economic

and technological leverage of

exporting countries, and reveals

normative alignments between

socio-political systems that seek to

adopt these governance models.

When the European Union (EU)

implements stringent data

protection standards through the

General Data Protection Regulation

(GDPR), companies worldwide often

�nd it more e�cient and cost-

e�ective to apply these standards

globally rather than maintain

separate systems for each

jurisdiction, as witnessed when 

Microsoft extended GDPR rights to

all users worldwide. As China

extends its Digital Silk Road (DSR)

through infrastructure investments

across the Majority World (e.g., the 

cross-border cable projects), its

technological standards and

governance approaches could be

transferred to recipient countries.

Similarly, as India develops and 
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exports its digital public

infrastructure (DPI), it exerts

in�uence over other countries in the

Majority World to adopt similar

population-wide digital welfare

schemes that are based on open-

standards and operationalize

interoperability. 

Such extraterritorial impacts also

create profound implementation

challenges. For instance, the 

compliance requirements in the EU

for platforms necessitate dedicated

resources for content moderation

and standardized reporting

mechanisms in the region; data

localization demands in multiple

jurisdictions might strain seamless

global service delivery models; and

privacy protection standards vary

dramatically across regions. The

competition between di�erent

regulatory models is particularly

consequential for countries in the

Majority World, which �nd

themselves navigating competing

governance frameworks while

attempting to assert their own digital

sovereignty. As Majority World

countries seek technological

advancement, the regulatory

governance they adopt increasingly

re�ects broader geopolitical

alignments and values. Due to 

https://blogs.microsoft.com/on-the-issues/2018/05/21/microsofts-commitment-to-gdpr-privacy-and-putting-customers-in-control-of-their-own-data/
http://2017.beltandroadforum.org/n100/2017/0514/c24-407.html
https://www.unescap.org/sites/default/files/Practice%20and%20Case%20Study%20on%20Cross-border%20Cable%20Project%2C%20CAICT_0.pdf
https://www.lawfaremedia.org/article/the-rise-of-the-compliant-speech-platform
https://doi.org/10.1016/j.telpol.2020.102003
https://digitalcommons.law.uw.edu/cgi/viewcontent.cgi?article=4450&context=wlr


capacity constraints to undertake

detailed studies on drafting and

formulating tech regulation, when

other jurisdictions with similar

political or demographic systems

create regulations, it becomes easier

to �nd linkages and adopt them,

either wholly or in modi�ed form,

rather than invest in developing local

expertise. This policy learning takes

various forms: some countries

become adopters who largely import

frameworks, others emerge as

hybridizers who blend approaches,

while a few act as innovators

creating unique models. Countries

may also align their laws with others

to remain favorable for trade and

geopolitical relationships. Moreover,

formal capacity building programs —

from the EU’s Digital4Development

initiatives to technical assistance

from international organizations –

further facilitate learning and

alignment.

While regulatory externalization has

been well analyzed in the context of

the EU, particularly through the well-

established Brussels E�ect, the

enabling conditions and

mechanisms of in�uence from two

emerging global powers – China and

India, representing a third of the

global population – remain 
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underexplored in global policy

discourse. Moreover, di�erent forms

of norm externalization beyond

adoption of formal regulatory

standards are still insu�ciently

studied. This essay seeks to address

these gaps by examining the

conditions and mechanisms through

which the Beijing E�ect and the

Delhi E�ect might manifest. First,

the tech-developmental models

embraced by both countries, which

enable initiatives like China’s DSR

and India’s DPI focusing on digital

infrastructure, create demonstrable

frameworks that address concrete

development needs in recipient

countries. Second, both China and

India’s strategic positioning as

sovereignty-centered alternatives

challenging Global North dominance

greatly aligns with many Majority

World countries’ own aspirations.

Third, shared history, cultural

associations, and – particularly in the

case of India and South and

Southeast Asia – postcolonial

resistance create ideological

alignment that facilitates norm

adoption beyond mere technical

considerations. Finally, the adaptive,

non-binding implementation

approaches in the Beijing E�ect and

the Delhi E�ect o�er greater

�exibility and feasibility compared to 

https://d4dhub.eu/


the adoption of stringent regulatory

standards, particularly valuable for

countries with limited regulatory

capacity. By comparing these two

e�ects with the Brussels E�ect, the

analysis reveals how di�erent

governance approaches translate

into distinct pathways of norm

externalization, with profound

implications for whose values and

priorities will shape the collective

digital future, particularly in the

Majority World.
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The Brussels E�ect

Over the last two decades, the EU

stands as perhaps the world’s most

in�uential regulatory power in the

digital sphere, projecting what legal

scholar Anu Bradford famously

termed the “Brussels E�ect.” Unlike

traditional forms of in�uence that

rely on military might or economic

incentives, the EU wields signi�cant

market-based regulatory power that

travels through global markets,

transforming how technologies

function worldwide. Through

landmark legislations – including the 

General Data Protection Regulation

(GDPR), the Digital Services Act

(DSA), the Digital Markets Act (DMA),

and the Arti�cial Intelligence Act (AI

Act) – the EU has established itself

as the world’s preeminent regulatory

standard-setter. The EU’s rights-

based approach consistently frames

requirements in terms of protecting

fundamental rights: privacy rights in

GDPR, consumer protections in

product regulations, and various

risk-based safeguards in the AI Act.

Beyond digital markets, the EU

extends its regulatory reach to 
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corporate accountability,

environmental and climate

regulation, food safety and

agricultural standards, and

�nancial regulations.

Enabling Conditions

Bradford’s analysis identi�es �ve

interdependent conditions that

enable the Brussels E�ect: market

size and power, regulatory

capacity, stringent standards,

inelastic targets, and non-

divisibility of standards. With

approximately 450 million a�uent

consumers and US$41,423 GDP

per capita in 2023, the EU

possesses economic leverage few

global companies can ignore. This

market power is complemented by

sophisticated regulatory

institutions with extensive

sanctioning authority.

For instance, GDPR violations can

trigger penalties up to 4% of global

turnover, while competition law 

https://scholarship.law.columbia.edu/cgi/viewcontent.cgi?article=1275&context=faculty_scholarship
https://gdpr-info.eu/
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act_en
https://digital-markets-act.ec.europa.eu/index_en
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.cia.gov/the-world-factbook/countries/european-union/#people-and-society
https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?locations=EU
https://gdpr-info.eu/issues/fines-penalties/


breaches carry �nes up to 10% of

annual revenue. Between 2017 and

2019, in the EU, Google faced

cumulative �nes amounting to

US$9.5 billion, while more recent

actions against LinkedIn (US$325

million), Meta (US$ 2.1 billion), and

Apple (US$2.01 billion) demonstrate

the EU’s commitment to

enforcement. 

More recently, the Commission �ned

Meta and Apple in breach of the DMA

(nearly US$800million). Beyond

�nancial penalties, EU regulators

have proven willing to block non-

compliant services entirely, as

evidenced by Italy’s suspension of 

DeepSeek’s chatbot over data

privacy concerns. Unlike the United

States’ neoliberal regulatory

approach, the EU has demonstrated

consistent political will to deploy its

regulatory capacity toward stringent

rules, favoring government

intervention to preempt market

failures through strong ex-ante

regulation. Further, the EU’s

regulations target consumer markets

where businesses have limited

mobility and must comply with local

rules to maintain access. Finally,

when corporations �nd it not legally,

technically, or economically feasible

to maintain di�erent compliance 
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models for di�erent markets, they

adopt the strictest standards

globally – though this non-divisibility

is not absolute, as shown by

Microsoft’s unbundling of Teams in

Europe and Google News’ temporary

withdrawal from Spain. 

Mechanisms of in�uence

The Brussels E�ect operates

through two primary mechanics.

Expanding on the California E�ect –

a concept introduced by David Vogel

to describe the “race to the top” in

corporate environmental regulations

within the U.S. federal system –

Bradford outlines the de facto e�ect,

wherein non-EU �rms voluntarily

adopt EU standards globally (e.g. 

Apple adopted USB-C charging port

for iPhone models after years of

battle with the EU). This occurs

because maintaining separate

regulatory systems for di�erent

markets is often impractical. 

Meanwhile, the de jure e�ect

manifests when other jurisdictions

formally adopt laws mirroring EU

standards. GDPR has inspired similar

legislative initiatives globally,

including the California Consumer

Privacy Act and Brazil’s General Data

Protection Law. Similarly, the EU’s 

https://gdpr-info.eu/art-83-gdpr/
https://abc.xyz/assets/77/51/9841ad5c4fbe85b4440c47a4df8d/goog-10-k-2024.pdf
https://www.reuters.com/technology/eu-privacy-regulator-fines-linkedin-310-mln-euro-2024-10-24/
https://www.sec.gov/Archives/edgar/data/1326801/000132680125000017/meta-20241231.htm
https://ec.europa.eu/commission/presscorner/detail/ga/ip_24_1161
https://ec.europa.eu/commission/presscorner/detail/en/ip_25_1085
https://www.reuters.com/technology/artificial-intelligence/italys-privacy-watchdog-blocks-chinese-ai-app-deepseek-2025-01-30/
https://www.lawfaremedia.org/article/who-s-rulin-who
https://www.iatp.org/sites/default/files/Environmental_Regulation_and_Economic_Integrat.pdf
https://www.politico.eu/article/apple-iphone-15-european-union-regulations-charger-usbc-lightning/#:~:text=Alex%20Agius%20Saliba%2C%20a%20Maltese,cut%20down%20on%20electronic%20waste.
https://oag.ca.gov/privacy/ccpa
https://www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/L13709compilado.htm


DSA has in�uenced Brazil’s approach

to disinformation through the

country’s Bill No. 2630/2020 and

may inspire others, for instance

countries in the African continent to

adopt similar laws. This legislative

ripple e�ect demonstrates how EU

regulations serve as in�uential

templates for countries developing

their own regulatory frameworks.

The phenomenon is particularly

pronounced in Majority World

countries, where

administrative  agencies have fewer

resources to develop completely

original regulatory frameworks.

Beyond the de facto and de jure 

e�ect, the EU also extends its

regulatory in�uence through leading

international standard setting,

technical assistance, and capacity

building with other countries.

Limitations and Challenges of the

Brussels E�ect

Despite its considerable in�uence,

the Brussels E�ect faces important

limitations that reveal both its

constraints, and the emergence of

alternative models of norm

externalization. On the de facto

e�ect, empirical research on the

in�uence of EU laws on data privacy

policies suggests that many US 
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online services maintain

di�erentiated approaches between

EU and US users, indicating that the

costs of regulatory di�erentiation

may be lower than commonly

assumed, especially for technology

services. More recently, companies

designated under the DMA and DSA

have increasingly pursued legal

action against EU institutions,

revealing stronger resistance when

stringent regulations directly impact

core business models.

More signi�cantly, power import

markets like China and India are

actively challenging the de facto

e�ect through their own market

leverage, forcing global companies

to make exceptions in these two

countries. For example, as the

world’s second-largest consumer

market and the largest smartphone

market, China demonstrates how

hardware and services can be

recon�gured for speci�c markets

while maintaining core technological

standards. As a result, many global

companies o�er localized services in

China and India to suit local laws and

policies for sustained access to

these markets. Apple, for instance,

announced planned collaborations

with Alibaba and Baidu for AI

features speci�cally for the Chinese

https://doi.org/10.1016/j.telpol.2024.102757
https://verfassungsblog.de/dsa-contextualisation-replication/
https://extranet.sioe.org/uploads/sioe2021/frankenreiter.pdf
https://extranet.sioe.org/uploads/sioe2021/frankenreiter.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=5002874
https://www.trade.gov/market-intelligence/china-consumer-goods#:~:text=Boasting%20a%20population%20of%20more,over%20the%20next%20five%20years.
https://www.idc.com/getdoc.jsp?containerId=prAP53146225#:~:text=BEIJING%20and%20NEEDHAM%2C%20Mass.%2C,both%20hardware%20and%20software%20development.
https://www.bloomberg.com/news/articles/2025-02-14/apple-plans-to-overhaul-china-iphones-with-ai-by-middle-of-year?embedded-checkout=true


market. Similarly, online content

companies like YouTube, Instagram,

and X abide by India’s heavy

censorship orders that are

con�dential in nature. Companies

often don’t transfer strict standards,

especially when they are based on

software adjustments to other

regions too, for instance Apple

allows for third-party apps stores on

its devices only in the EU, further

illustrating the divisibility of

standards.

On the de jure e�ect, while the data

protection frameworks have di�used

to many jurisdictions, they also

undergo signi�cant adaptations.

Moreover, so far this di�usion is less

evident in emerging domains like

arti�cial intelligence regulation,

where pressure from both Silicon

Valley’s leading AI market players

and alternative industry policies

from countries like China create

competing in�uences. Similarly, as

we will discuss in this essay later,

countries like India are blunting even

the de jure Brussels E�ect due to

localized factors like economic and

capacity constraints.

These limitations point to our main

argument: not only do emerging

powers like China and India
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challenge the e�cacy of the 

Brussels E�ect, but the conditions

identi�ed under the theoretical

framework might not fully account

for alternative pathways of norm

externalization increasingly

witnessed from these two countries.

In the following sections, we

examine how China and India deploy

alternative strategies that operate

through infrastructure development,

digital sovereignty appeals, and

ideological alignment, as well as the

implications for the Majority World. 

https://www.medianama.com/2025/04/223-india-16-pakistani-youtube-channels-pahalgam-terrorist-attack/
https://www.medianama.com/2025/05/223-pahalgam-attack-social-media-ban-list/
https://www.medianama.com/2025/05/223-india-orders-x-block-8000-accounts-reveals-takedown-numbers/
https://support.apple.com/en-gb/117767#:~:text=If%20you're%20based%20in,with%20iPadOS%2018%20or%20later.
https://doi.org/10.1016/j.clsr.2024.105994
https://dx.doi.org/10.2139/ssrn.5109858
https://doi.org/10.1093/ia/iiae073


The Beijing E�ect

While the EU wields the power of

market access and regulatory

capacity to globalize its regulatory

frameworks, China has pioneered a

di�erent approach to extending

digital in�uence. The so-called 

Beijing E�ect, originally coined

alongside the Brussels E�ect by 

Bradford, and later reconceptualized

by legal scholars Matthew Erie and

Thomas Streinz, represents China’s

strategy for shaping global digital

governance through infrastructure

deployment, technical standards,

and a sovereignty-centered vision

that resonates particularly in the

developing world. 

Economic leverage and

infrastructure-�rst approach 

The foundation of the Beijing E�ect

lies in China’s unique model of tech-

developmental capitalism where

state oversight, content control,

technological self-su�ciency, and

economic development work in

concert. China’s digital strategy

mobilizes both private and state-
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state-owned capital under the

shared aim of national technological

advancement, which creates

powerful export capabilities and

distinct advantages in global digital

markets. It partly explains why

Chinese technology companies

consistently o�er more cost-

e�ective solutions than Western

alternatives – making

comprehensive digital

transformation �nancially viable for

countries with limited resources. On

top of project-related policy bank

funding, state-owned banks 

provided companies like ZTE and

Huawei generous �nancial support.

Under the DSR umbrella, these

companies have often been able to 

o�er equipment up to 30-40%

cheaper than Western suppliers. The

state-market coordination translates

directly into competitive advantages

in developing markets.

The Beijing E�ect manifests most

visibly through China’s DSR, under

the Belt and Road Initiative (BRI),

which extends digital connectivity 

https://doi.org/10.1093/oso/9780190088583.003.0003
https://cld.web.ox.ac.uk/article/beijing-effect-chinas-digital-silk-road-transnational-data-governance
https://press.princeton.edu/books/hardcover/9780691212838/the-gilded-cage?srsltid=AfmBOopvXs7-FKQdya7cqmnlRxZhOIdiQGmUOv9mguQOulcJg_S8oYXQ
https://www.scmp.com/opinion/china-opinion/article/3298596/ai-evs-chinas-tech-genius-making-it-cheap-and-accessible
https://www.econstor.eu/bitstream/10419/248239/1/sais-cari-pb60.pdf
https://merics.org/en/tracker/networking-belt-and-road-future-digital
https://ijoc.org/index.php/ijoc/article/view/8405


across Asia, Africa, and beyond

through telecommunications

networks, data centers, and e-

commerce platforms. Instead of a

speci�c government initiative, the

DSR has evolved into an umbrella

term for China’s broader vision of

governing the global digital sphere,

achieved largely through the

strategic activities of China’s

domestic tech giants and ICT

industry.

Unlike the EU’s regulatory packages

which operate through formal legal

mechanisms, the DSR creates

pathways for in�uence through

physical investments and technical

implementations. This

infrastructure-�rst approach

establishes China’s digital standards

at the foundational level of internet

architecture, creating long-term

in�uence that operates beneath the

more visible layer of formal

regulations. 

Speci�cally, China provides physical

infrastructure – �ber optic cables,

cellular networks, and computing

facilities – that forms the backbone

of emerging digital economies. The 

Pakistan-China Fibre Optic Project

exempli�es this approach,

enhancing Pakistan’s internet 
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capacity while creating

infrastructure operated by Chinese

�rms. This physical foundation and

network architecture embodies

certain technical standards that

shape subsequent governance

decisions among local regulators.

Similarly, Huawei plays a crucial role

in Africa’s telecom network, 

including 70% of the continent’s 4G

network. The scale of this

infrastructure-based in�uence is

remarkable. Huawei has deployed 5G

infrastructure across countries like 

Kenya and South Africa. Together

with ZTE, they have deployed more

than 350 smart city projects in over

60 countries, including the

Philippines, Pakistan, and Malaysia.

In Ethiopia, Huawei created campus

networks, established cloud services

and micro data centers in Addis

Ababa that serve as the backbone

for government sectors and

educational institutions. Through the

establishment and export of

technical standards via

infrastructure projects, China

creates enduring pathways for long-

term in�uence over global digital

systems, promoting a governance

model that emphasizes stability,

development, and state authority.

Moreover, building upon this physical

https://www.iiss.org/sv/online-analysis/online-analysis/2022/12/digital-silk-road-introduction/
https://cpec.gov.pk/map-single/3
https://www.dw.com/en/africa-embraces-huawei-technology-despite-security-concerns/a-60665700#:~:text=But%20it's%20a%20different%20story,already%20set%20to%20enter%20service.
https://www.huawei.com/ke/news/ke/2023/safaricom-and-huawei-launch-5g-experience-centers-in-nairobi#:~:text=Safaricom%2C%20a%20Kenyan%20telecommunications%20company,economic%20growth%20and%20social%20development.
https://www.reuters.com/business/media-telecom/safricas-mtn-teams-up-with-china-telecom-huawei-5g-ai-2024-11-26/
https://doi.org/10.1080/01972243.2024.2315875
https://doi.org/10.1080/01972243.2024.2315875
https://youtube.com/watch?v=LuUW6_nmTJo


infrastructure is an integrated

ecosystem of technologies and

services, driven by leading private

companies such as Baidu, Tencent,

and Alibaba (BAT). For instance, 

Alibaba’s investment in Lazada, a

Singapore-based e-commerce giant

dominant across Thailand, Malaysia,

and Vietnam, demonstrates how

Chinese �rms integrate into local

economies in Southeast Asia. As

Lazada became the largest e-

commerce operator in South and

Southeast Asia, it also adopted

Alibaba’s technical infrastructure

systems (e.g. cloud and data

management), reinforcing China’s

in�uence over transnational data

governance. The mechanisms of

in�uence thus manifest through

multiple layers building on the

infrastructure-�rst approach: At the

application layer, Chinese platforms

bring data practices and content

standards that might carry on

domestic regulatory preferences. At

the business operations layer,

mergers and acquisitions integrate

local digital economies into China’s

interacted systems, creating lasting

dependencies that extend beyond

the immediate technical

infrastructure. At the data

architecture layer, cloud services

establish protocols for information 
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storage and processing that follow

Chinese governance models. 

Sovereignty appeals, ideological

alignment, and development

aspirations

China’s approach to digital

governance prioritizes state

sovereignty in cyberspace over

universal rights frameworks,

creating natural appeal for

governments seeking greater control

over their digital domains. For

instance, while China has adopted

EU-inspired data protection

mechanisms, research has argued

that Personal Information Protection

Law 2021 represents a strategic

instrumentalization of the GDPR to

shape its unique data protection

landscape, with a strong data

localization approach. Moreover,

China’s expanding export control

regime – which includes

technologies and services related to

national security –has signi�cantly 

strengthened its economic security.

For instance, this has created

barriers for companies like

ByteDance, TikTok’s parent company,

to sell the platform’s algorithms,

which are likely classi�ed under

restricted technologies. This

sovereignty-centered approach has 

https://doi.org/10.1080/13602381.2022.2129583
https://doi.org/10.1016/j.clsr.2024.105994
https://www.jtl.columbia.edu/bulletin-blog/the-personal-information-protection-law-chinas-version-of-the-gdpr#:~:text=The%20GDPR%20sets%20a%20maximum,annual%20revenue%20in%20China%20only.
http://www.npc.gov.cn/englishnpc/c2759/c23934/202112/t20211209_384804.html
https://www.iiss.org/online-analysis/charting-china/2025/02/chinas-use-of-export-controls/
https://carnegieendowment.org/posts/2024/04/the-potential-chinese-responses-to-a-us-ban-on-tiktok?lang=en


found receptive audiences across

developing regions. Countries like

Indonesia, Bangladesh, Pakistan, and

Vietnam have adopted or proposed

similar data localization approaches,

which carry signi�cant economic

rami�cations. The emphasis on

sovereignty appeals to governments

seeking greater control over their

digital domains.

The spread of internet management

technologies further illustrates this

alignment. For instance, since 2018, 

reports indicate that Pakistan has

been testing a web monitoring

system built upon technology from

Canada-based company Sandvine,

utilizing Deep Packet Inspection to

monitor communications and

analyze tra�c patterns. Recent

reports from 2024 further con�rm

that the Pakistani government has

transitioned to a �rewall-like system

deploying Chinese technology,

resulting in persistent internet

slowdowns and service disruptions. 

Cambodia’s adoption of a national

CCTV system for security purposes

exempli�es how alignment with

China’s governance vision facilitates

technology adoption that extends

beyond mere economic

considerations.
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Further, China’s digital governance

model draws additional strength

from a historical-cultural vision 

challenging Western digital

dominance. As a developing country

that successfully achieved

technological advancement, China

o�ers a narrative that resonates with

nations pursuing similar trajectories. 

Adaptive instruments facilitating

adoption

A crucial distinction, as noted by Erie

and Streinz, from the Brussels E�ect

lies in implementation �exibility.

While EU regulations often impose

rigid compliance requirements, the

Beijing E�ect operates through more

adaptive, non-binding instruments,

such as agreements on DSR

cooperation or investment, that can

be tailored to local contexts, as well

as technical standard setting where

a number of global companies have

subject themselves to. This

approach proves e�ective in

countries like Kazakhstan, where 

research has shown how the mobile

telecommunication sector has been

seeking digital development while

maintaining regulatory autonomy to

counterbalance geo-political

disruptions. Countries in the Gulf

have also “actively shaped the 

https://itif.org/publications/2022/12/12/the-cost-of-data-localization-policies-in-bangladesh-hong-kong-indonesia-pakistan-and-vietnam/
https://www.codastory.com/authoritarian-tech/pakistan-nationwide-web-monitoring/c
https://www.aljazeera.com/news/2024/11/26/pakistan-tests-china-like-digital-firewall-to-tighten-online-surveillance
https://www.context.news/surveillance/activists-say-chinas-new-silk-road-equips-autocrats-with-spy-tech
https://www.andrew.cmu.edu/user/hongs/files/BAT2018.pdf
https://www.cfr.org/china-digital-silk-road/
https://encodeai.org/first-tier-companies-make-standards-catching-up-with-china-on-the-edge/
https://doi.org/10.1016/j.telpol.2024.102878
https://carnegieendowment.org/posts/2025/01/local-agency-is-shaping-chinas-digital-footprint-in-the-gulf?lang=en


engagement of tech giants within their

countries, ensuring alignment with

their national objectives.” This

adaptability allows for customization to

local political and cultural contexts

while still advancing China’s broader

strategic objectives. As China

continues to develop and implement AI

regulations domestically, it is

transforming itself into a laboratory for

governance experiments that may

subsequently in�uence how emerging

technologies are regulated across its

sphere of in�uence.

The Beijing E�ect ultimately o�ers a
demonstrable developmental model
that addresses immediate

infrastructure gaps while respecting
state sovereignty
concerns. Developing nations
confront signi�cant digital divides
and infrastructure de�ciencies that
Chinese investments directly
address with immediate, tangible
bene�ts that normative regulatory
frameworks cannot match. In other
words, the pragmatic focus on
economic growth and technological

advancement aligns precisely with
many developing nations’ immediate
priorities, providing concrete
solutions without imposing explicit
political conditionality. Its growing 
global in�uence suggests that the
future of digital governance may be
determined not merely by whose
rules are strictest or most
comprehensive, but by whose
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reports indicate that Pakistan has
been testing a web monitoring
system built upon technology from
Canada-based company Sandvine,
utilizing Deep Packet Inspection to
monitor communications and

analyze tra�c patterns. Recent
reports from 2024 further con�rm
that the Pakistani government has
transitioned to a �rewall-like system
deploying Chinese technology,
resulting in persistent internet
slowdowns and service
disruptions. Cambodia’s adoption of
a national CCTV system for security
purposes exempli�es how alignment

with China’s governance vision
vision most e�ectively addresses the
concrete needs and aspirations of
nations striving for digital
transformation. 

However, this e�ectiveness carries 
signi�cant downsides for digital
rights and internet freedom in
developing countries, creating a
tension between technological

advancement and the preservation
of digital spaces for the user’s
sovereignty. Critics have raised
concerns about how infrastructure
development could subject countries
to increased internet surveillance,
the challenges of deploying facial-
recognition technology without
adequate safeguards, and the risks
of non-transparent procurement
processes.

https://carnegieendowment.org/research/2023/07/chinas-ai-regulations-and-how-they-get-made?lang=en
https://www.techpolicy.press/with-us-commitment-to-internet-freedom-in-jeopardy-china-and-russia-set-to-gain/
https://www.reuters.com/article/china-southeast-asia-surveillance/feature-activists-fear-rising-surveillance-from-asias-digital-silk-road-idUSL8N1WD0DP/
https://www.rferl.org/a/serbia-surveillance-cameras-china/32526515.html


The Delhi E�ect 

There’s another digital governance

model or “digital empire” that has

been taking shape in South Asia for

decades, with Delhi at its epicenter,

slowly charting its own course in a 

multipolar world – we term this the 

Delhi E�ect. Asserting its own digital

sovereignty and positioning itself as

a new global norm setter, especially

in the Majority World, New Delhi has

been slowly but steadily crafting its

distinct digital governance

framework. A hybrid of the pro-

innovation US model, state-centric

Chinese model, and somewhat

rights-focused European model,

Delhi is blunting the eponymous 

Brussels E�ect. There are two arcs

to consider here. First, a shift away

from the Brussels e�ect and the

broader Western conceptualization

of the global order to position India

as a non-aligned technology

governance leader. Second,

in�uencing other countries with new

standards of technology governance

in the form of regulatory norm

externalization and DPIs.
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Shared colonial histories and

aligned values

Delhi’s de jure e�ect - a parallel but

crucial trend to illustrate is how tech

regulations crafted in New Delhi are

in�uencing neighboring countries,

for comparable but di�erent reasons

to the Brussels E�ect. On the heels

of mass-protest movements in India,

New Delhi introduced stringent rules

for online platforms and content

governance in 2021 that required 

vague content takedown obligations,

presence of local sta�, access to

end-to-end encrypted apps, and a

mandate to pre-�lter certain

categories of harmful content. All

these obligations are tied to a

platform’s treasured safe-harbor

protection for hosting third-party

content, and heavily targeted

towards popular social media

platforms. Forcing online platforms

to comply with stringent rules or

take individual battles over content

and domestic behavior to court. 

https://global.oup.com/academic/product/digital-empires-9780197649268?cc=in&lang=en&
https://carnegieendowment.org/middle-east/diwan/2024/01/adapting-to-a-multipolar-world?lang=en
https://www.meity.gov.in/static/uploads/2024/02/Information-Technology-Intermediary-Guidelines-and-Digital-Media-Ethics-Code-Rules-2021-updated-06.04.2023-.pdf
https://internetfreedom.in/public-brief-on-the-it-amendment-rules-2022/
https://ccgdelhi.s3.ap-south-1.amazonaws.com/uploads/ilreport-compilation--indias-internet-landscape-copy-2-final-for-web-5-526.pdf
https://www.medianama.com/2021/02/223-summary-internet-intermediary-liability-2021/


Perhaps the most illustrative

in�uence of Indian platform

regulation law has been on

Bangladesh. Bangladesh’s draft rules

for OTT platforms published in 2021

are substantially copied and inspired

from India’s IT Rules, 2021. Indian

regulation asking online messaging

platforms like WhatsApp and Signal

to share information on �rst-

originators of messages has been

directly borrowed into Bangladesh’s

OTT policy. Worryingly, this is an

example of a mechanical and un-

contextualized transfer, as

Bangladeshi laws don’t provide for a

safe-harbor protection to online

intermediaries like India. Other

mandates from Indian law about the

presence of local o�cers, and vague

terms for content takedowns seem

to be common with policies being

debated in Bangladesh too. The

heavy-handedness over online

content continues in other

countries. Sri Lanka’s Online Safety

Act contains over-broad provisions

barring communication of "false"

statements, and statements causing

harassment similar to language

adopted by the IT Rules in India. In

Pakistan, too, there are laws that

permit state agencies to conduct

wide surveillance, including web-

browsing and encrypted messaging

apps. 
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It is pertinent to lay down that

countries in South Asia are

characterized by excessive

executive control over cyberspace

(including outright app bans, with

India having blocked TikTok and

WeChat and Pakistan blocking X and 

Telegram), permissive access to data

by law enforcement agencies,

prevalent cultures around network

shutdowns, trends that lean towards

data localization, and increasing

tendencies to quell mass

movements asserting democracy. A

shared colonial history between

India, Pakistan, and Bangladesh is an

in�uential condition for cross-border

transfer. Another condition enabling

such regulatory externalization is

cultural and demographic

associations, wherein governments

continue to occupy a paternalistic

relationship with their citizens as

compared to Western democracies.

Where a large section of the citizenry

is dependent on their governments

for food, shelter, and

employment, societal relationships

are on a less equal footing, enabling

state control. As argued in this

article, in�uence over digital futures

will be moderated by motivations to

search for alignment in vision and

values for self-su�ciency and local

cultures in addition to global legal

standards set by Europe or

California. 

https://techglobalinstitute.com/research/bangladesh-ott-and-social-media-regulations/
https://globalnetworkinitiative.org/sri-lankas-online-safety-act-a-year-in-review-and-framework-for-reform/
https://www.aljazeera.com/news/2024/1/24/sri-lanka-parliament-passes-bill-to-regulate-online-content
https://www.parliament.lk/uploads/bills/gbills/english/6311.pdf
https://www.techpolicy.press/pakistan-on-verge-of-techno-authoritarian-turn/
https://www.bbc.com/news/technology-53225720
https://www.aljazeera.com/news/2024/4/17/pakistan-says-it-blocked-social-media-platform-x-over-national-security
https://digitalrightsfoundation.pk/statement-drf-expresses-concerns-over-the-ban-on-the-messaging-app-telegram-in-pakistan/


Digital self-su�ciency and

sovereignty 

Beyond regulatory externalization -

another unique way (although similar

to China’s tech developmental

capitalism) Delhi is actively exporting

its in�uence in the digital realm

through “success” stories around its

Digital Public Infrastructure. For

about 15 years now, India has been

building digital protocols, assets, and

technology infrastructure 

for digitizing various aspects of

population-wide public services. It

has built interoperable digital

systems for identity (Aadhaar),

payments (UPI), document

veri�cation (DigiLocker), and access

to COVID-19 vaccines (CO-WIN), 

among others. Despite challenges

around inclusion and privacy, these

DPIs resonate immensely with

governments around the world due

to their potential for social

upliftment and welfare delivery.

Multilateral international institutions

and coalitions like the UN, World

Bank, IMF, and the G20 have

enthusiastically promoted the

adoption of DPIs, especially for

countries in the Majority World and

have championed India’s adoption of

population-scale DPIs. India, through

convenings like the G20, has 
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aggressively pushed for adoption of its 
DPI models across the world, trying to 
occupy a position of leadership in 
development and adoption globally. 
The upcoming India AI Summit will 
give it another opportunity to celebrate 
its DPI model and demonstrate its 
technical capabilities.

Through its DPI push India is drawing 
its pathway towards digital sovereignty 
and technological self-su�ciency and 
sophistication. One of the biggest 
in�uences of Aadhaar has been on 
Kenya’s Digital ID system. Initially, 
known as Huduma Namba and halted 
by courts, Kenya has made rapid 
progress in issuing its new generation 
digital IDs 
to citizens – now called the Maisha 
Namba. Like Aadhaar, Maisha Namba, 
which is linked to biometrics, will be 
the primary mode of access to 
healthcare, education, and other public 
welfare services. Similarly, Nepal, 
Bangladesh, Pakistan, and Sri Lanka 
have in the recent past been 
implementing their own Aadhaar-like 
biometric based digital ID systems. In 
another global push, India has been 
working with countries around the 
world to ensure that its digital 
payments system – UPI is available for 
select merchants internationally. This 
includes 7 countries including – 

https://www.digilocker.gov.in/
https://www.cowin.gov.in/
https://www.dpi.global/globaldpi/allcountrydpi
https://indianexpress.com/article/opinion/columns/why-we-should-worry-about-aadhar-authentication-private-entities-9859446/
https://www.weforum.org/stories/2023/08/the-international-significance-of-indias-digital-public-infrastructure/
https://www.dpi-safeguards.org/
https://www.worldbank.org/en/results/2023/10/12/creating-digital-public-infrastructure-for-empowerment-inclusion-and-resilience
https://www.imf.org/en/Publications/WP/Issues/2023/03/31/Stacking-up-the-Benefits-Lessons-from-Indias-Digital-Journey-531692
https://www.mea.gov.in/bilateral-documents.htm?dtl/38551/Declaration+on+Digital+Public+Infrastructure+AI+and+Data+for+Governance++Joint+Communiqu233+by+the+G20+Troika+India+Brazil+and+South+Africa+endorsed+by+several+G20+countries+guest+countries+and+international+organizations
https://carnegieendowment.org/research/2023/09/decoding-the-g20-consensus-on-digital-public-infrastructure-a-key-outcome-of-indias-presidency?lang=en
https://dig.watch/updates/nepal-initiates-digital-identity-at-birth-with-biometric-smart-id-cards
https://www.biometricupdate.com/202404/smart-bangladesh-2041-balancing-ambition-with-reality
https://www.biometricupdate.com/202412/pakistan-launching-national-face-biometrics-authentication-service
https://www.biometricupdate.com/202501/sri-lanka-procures-350-biometric-devices-for-national-digital-id
https://www.npci.org.in/what-we-do/upi-global/upi-global-acceptance/live-members


France, Singapore, UAE, Sri Lanka,

and Bhutan. Delhi’s technological

entrepreneurship that is based on

open-standards, principles of

interoperability, and scalability is

attractive to other countries,

especially those in the Majority World

who wish to exert their digital

sovereignty and reject Western

digital infrastructure. It helps the

Majority World huddle together and

challenge long-established Western

hegemony on tech governance. 

Flexibility and adaptability

It can be argued that shared colonial

histories, aligned values, digital self-

su�ciency and sovereignty are some

of the enabling conditions for the

Delhi e�ect. Regulatory and

infrastructural externalization is

hinged on these conditions. But

another factor enabling

the Delhi e�ect is the �exibility and

adaptability of its standards (similar

to the Beijing e�ect). Instead of

strict standards resulting in de facto

and de jure norm externalization,

Delhi’s regulatory frameworks or its

digital infrastructure can be

externalized based on a principled

transfer. Rules on online content

regulation in Pakistan and Sri Lanka

might not be copied from Delhi, but 
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share principles of state control.

Similarly, Kenya’s Maisha Namba or

Nepal’s national ID might not share

the exact same governance

frameworks, but can be based on the

principles of interoperability and

population-wide welfare delivery.

This �exibility and adaptability of

standards eases the externalization

of norms as a corollary to the strict

standards of the Brussels e�ect.

Assessing the desirability of norm

externalization

Indian laws governing content-

based online platforms and data

processing �rms o�end multiple

constitution-backed human rights,

including privacy, equality, free

speech, and state transparency.

They portend a strong trend towards

digital authoritarianism with a goal

to enhance censorship and state

surveillance. India’s ranking has been

consistently dropping on global

indices on free press, freedom on the

internet, and the health of

democracy. 

Similarly, India’s adoption and

implementation of DPIs is riddled

with issues of accessibility, opacity,

and concentration of power. India’s

Aadhaar project continues to battle

https://www.thehindu.com/data/india-press-freedom-has-rapidly-declined-in-recent-years-data/article68160411.ece
https://freedomhouse.org/countries/freedom-net/scores?sort=asc&order=Total%20Score%20and%20Status
https://www.thehindu.com/news/national/india-one-of-the-worst-autocratisers-v-dem-report-on-democracy/article67939573.ece


challenges of exclusion, security of

biometrics, leakage of sensitive data,

and exacerbating state surveillance.

India’s marquee DPI “success” is its

digital payments system – the UPI

which is a bank-led interoperable

payments model that has replaced

the duo-ply of Master Card-Visa with

a coalition of banks (both public and

private) and the federal reserve bank

that control access and entry into

the system. The two most popular

apps that manage 85% of all UPI

transactions are owned by US giants

– Google and Walmart. India’s COVID

vaccine rollout was primarily done

online, which made it signi�cantly

di�cult for its disconnected and

more vulnerable populations to

access life-saving drugs. These

systems are not backed by any

legislation (apart from Aadhaar and

after lengthy court battles) and do

not center issues around access,

discrimination, and privacy. DPIs are

positioned to become Alt-Big-Tech

in India. They are often not-based on

open-source technology, work in

opaque transactions with the private

sector, and further a techno-

solutionist model of public welfare.

As DPIs get exported, especially to

other countries in the Majority World,

they may exacerbate challenges of

exclusion, data�cation, and private 
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enrichment. Despite these systemic

issues, DPIs remain very popular,

their adoption also �nding mention

as a key goal in the UN Global Digital

Compact. 

Exporting these trends to other

regions in the Majority World would

collectively diminish hard-fought

digital rights. Overemphasis on the 

Brussels E�ect should not blind-side

scholars and observers of tech policy

from other hidden models of tech

governance that may have

unforeseen e�ects on global digital

rights. 

https://www.sciencedirect.com/science/article/abs/pii/S016740482400083X
https://frontline.thehindu.com/social-issues/mandatory-aadhaar-authentication-leads-to-exclusion-of-the-marginalised-from-pds/article67983558.ece
https://www.business-standard.com/finance/personal-finance/aadhaar-data-on-sale-a-step-by-step-guide-to-locking-your-biometric-data-123110100151_1.html
https://ccgdelhi.s3.ap-south-1.amazonaws.com/uploads/the-surveillance-law-landscape-in-india-and-the-impact-of-puttaswamy-476.pdf
https://www.wired.com/story/india-aadhaar-biometrics-privacy/
https://www.thehindu.com/sci-tech/technology/india-delays-upi-payments-market-share-cap-in-relief-for-walmart-backed-phonepe-google-pay/article69048957.ece#:~:text=Google%20Pay%20and%20Walmart%2Dbacked%20PhonePe%20are%20the%20two%20most,%25%2C%20according%20to%20regulatory%20data.
https://www.ijlt.in/journal/india%E2%80%99s-policy-responses-to-big-tech%3A-and-an-eye-on-the-rise-of-%E2%80%98alt-big-tech%E2%80%99
https://www.un.org/global-digital-compact/en


Future of Global
Technology Governance
This article has examined three

distinct models of global technology

governance in�uence – the Brussels

E�ect, the Beijing E�ect, and the 

Delhi E�ect – to illustrate the

complex mechanisms through which

regional powers shape digital futures

worldwide. Rather than predicting

which regulatory philosophy will

ultimately prevail, our analysis

reveals that in�uence in global

technology governance extends far

beyond formal regulatory

externalization and normative value

alignments. Each model employs

distinctive mechanisms: Europe’s

unilateral regulatory globalization

through market access leverage,

China’s infrastructure-led pragmatic

development approach, and India’s

hybrid model blending selective

adaptation with digital public

infrastructure exports. As these

models compete and, more

importantly, coexist, four critical

trends and challenges emerge that

may reshape the landscape of global

technology governance, particularly

for Majority World nations navigating

these competing in�uences.
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First, increasing market

diversi�cation for digital services

globally is weakening the Brussels

E�ect by reducing the leverage of

any single market. Second, economic

and institutional constraints within

Europe limit its ability to enforce the

stringent standards it establishes.

Third, while our analysis focuses on

norm externalization driven by

states, the growing power of private

tech �rms as governance actors

increasingly shapes rules and norms

in the global technology space.

Finally, shifting geopolitical

alignments and the emerging

multipolar order fundamentally alter

how governance models spread

beyond their regions of origin. We

examine these trends in turn.

Market Diversi�cation for Digital

Services 

One of the key conditions for the de

facto Brussels E�ect is its large and

�nancially wealthier consumer base.

This will not change signi�cantly in

the near future, but tech companies

are getting better at diversifying

their



o�erings for other large markets in

India, China, and Brazil. India is 

estimated to have one of the largest

internet user bases in the world –

between 800-900 million (about

55% penetration) just behind China

at over a billion (77% penetration).

Brazil’s internet population stands at

about 183 million, at a penetration of

86.2% of the population. With

su�cient headroom, these markets

o�er tech companies great potential

to grow their business.

One illustration of market

diversi�cation is how WhatsApp

(owned by Meta) is making its service

interoperable for users in the EU

based on requirements in the DMA,

but is not extending this feature to

some of its largest markets in India

and Brazil. Another illustration might

be the slow rollout of Apple

Intelligence (Apple’s consumer AI

features) in the EU and China, as

compared to other regions to comply

with regulations. More stringent

rules did not necessarily change

global services, but led to service

di�erentiation. Similarly, due to 

restrictions on processing data

placed by the Irish privacy regulator

Meta has not launched its AI models

in Europe as compared to other

regions. In another instance of 
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possible diversi�cation, tech

companies might make data

available to researchers in the EU to

comply with the DSA’s research

access provisions, but they are

unlikely to automatically extend this

bene�t to other researchers in other

countries, especially in the Majority

World. The Brussels E�ect might

remain strong for manufacturing

related standards, but diversi�cation

(or divisibility of standards) might be

easier for tech companies by making

changes to their software and

internet-based product design to

escape the global e�ects of the

strictest standard. 

Other conditions that make the 

Brussels E�ect strong might be

waning too. Strict rules are only as

good as their enforcement. Although

EU regulators have been imposing

large �nes, as we have noted,

especially on US tech �rms, this has

not signi�cantly changed either their

harmful data-linked business

practices or their market dominance,

yet. Tech giants, unlike small- and

middle-sized enterprises, possess

unprecedented �nancial resources

that enable them to absorb

regulatory �nes. In certain cases

companies are also caught 

misleading regulators or unable to 

https://www.fortuneindia.com/macro/rural-india-accounts-for-53-of-internet-consumption-report/115938
https://www.business-standard.com/industry/news/india-to-exceed-900mn-internet-users-by-2025-125011600669_1.html
https://datareportal.com/reports/digital-2025-india
https://www.chinainternetwatch.com/overview/
https://data.worldbank.org/indicator/IT.NET.USER.ZS?locations=CN
https://datareportal.com/reports/digital-2025-brazil
https://engineering.fb.com/2024/03/06/security/whatsapp-messenger-messaging-interoperability-eu/
https://techcrunch.com/2024/10/28/apple-intelligence-is-coming-to-the-eu-in-april-2025/
https://www.reuters.com/technology/artificial-intelligence/alibaba-chairman-confirms-ai-partnership-with-apple-chinese-iphones-2025-02-13/
https://www.reuters.com/technology/artificial-intelligence/meta-will-not-launch-meta-ai-europe-now-2024-06-14/
https://www.bankinfosecurity.com/total-fines-imposed-by-eu-privacy-regulators-dropped-in-2024-a-27432
https://www.theguardian.com/business/2017/may/18/facebook-fined-eu-whatsapp-european-commission
https://www.theguardian.com/technology/2023/may/22/facebook-fined-mishandling-user-information-ireland-eu-meta


comply with EU laws, dampening

their impact. The European

Commission has opened multiple

investigations for the non-

compliance of the DSA on numerous

tech companies. If global

corporations, for multiple reasons,

can e�ectively manage non-

compliance with European

standards, they are unlikely to

voluntarily carry them forward to

other jurisdictions. 

With the political landscape in

Europe shifting, its preference for

stricter rules might be changing too.

This is evident from the numerous

speeches and statements made at

the recently concluded AI action

summit in Paris, where world leaders

championed AI innovation instead of

centering discourse around AI

safety. The EU has also found it

challenging to agree on the AI

Liability Directive which further

illustrates new challenges with

institutionalizing strict standards.

The EC’s President Ursula von der

Leyen in her speech at the AI action

summit in Paris focused on cutting

European red-tape and making

Europe a leader in the global AI race.

This shift from AI safety to AI

innovation points to a future where

the EU may not be the land of the 
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strictest standards, further blunting

one of the critical pre-conditions of

the Brussels e�ect. 

Economic and Regulatory

Constraints 

Weak enforcement in Europe also

creates doubts, especially among

Majority World countries wary of 

institutionalizing “unenforceable”

rules. If the EU with its strict

standards and seemingly robust

regulatory capacity is �nding it hard

to rein-in tech �rms, Majority World

nations who may not have similar

economic and regulatory capacities

may reject European standards and

dampen the de jure Brussels E�ect.

Instead, as we have shown in the

article, they might pursue other

alternative models of governance

which may work better in their local

contexts, economic priorities, and

political realities. 

Imposing strict standards that

require global tech �rms to

signi�cantly change

their business practices and tech-

design requires a strong political will

and favorable conditions for such

tough negotiations. As we have

argued, on both conditions, di�erent

nations might play their cards to suit 

https://www.cnbc.com/2024/07/01/meta-accused-of-failing-to-comply-with-eu-antitrust-rules.html
https://dscdb.edri.org/EuropeanCommission
https://www.euronews.com/my-europe/2024/12/24/european-political-landscape-shifts-right-in-2024-as-far-right-gains-ground
https://www.politico.eu/article/ai-action-summit-france-paris-macron-vance-modi-artificial-intelligence-technology/
https://blogs.law.ox.ac.uk/oblb/blog-post/2025/04/ai-liability-after-aild-withdrawal-why-eu-law-still-matters
https://ec.europa.eu/commission/presscorner/detail/en/speech_25_471
https://doi.org/10.1093/oso/9780197692851.001.0001


their tech ambitions and a position

that promotes technological self-

su�ciency and broader geopolitical

interests. China’s

instrumentalization of the GDPR to

suit the socio-political and economic

agendas present one case.

Meanwhile, despite weak privacy

obligations, it is not completely

unreasonable for the Indian

government to adopt favorable data

protection standards that do not

lead to disinvestments by global tech

�rms as it actively welcomes foreign

investment into its borders. At the

same time, India may push

WhatsApp to weaken encryption (a

demand similar to the EU) or ban

multiple Chinese apps for political

reasons. It is pertinent to point out

that despite court battles and a

change in law since 2021, WhatsApp

continues to freely o�er end-to-end

encryption in India to its over 500

million users. 

Moreover, the success of the EU’s

single market builds on market-wide

access – companies that comply

with EU standards gain entry to its

wealthy consumer base. But this

might not be true for other countries

around the world. If due to dynamic

political environments TikTok is

banned in India, Senegal, and 
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Somalia, or X in Pakistan and

Uganda, tech �rms’ incentives to

carry the de facto Brussels E�ect to

these countries might be limited.

App bans, along with other co-

optation of compliance, might push

tech �rms to subscribe to local

cultures to appease political leaders

and decision makers, as a more cost-

e�ective way. The culture of app

bans is also an in�uential tactic,

once operationalized and

normalized, it is easier for other

countries to justify and follow. The

US' long battle with TikTok to ban the

app or shift ownership 

The Silicon Valley E�ect

The reason tech �rms are not

deterred by large �nes and

protracted legal battles, even in

Europe, is due to their outsized

power. For example, Apple’s market

capitalization is higher than the GDP

of most countries. Zuckerberg,

have diminished bargaining power

with these �rms and their founders.

With Amazon, Microsoft, and Google

controlling the majority of the critical

cloud infrastructure, and Meta and 

Google managing a signi�cant

portion of the ad systems that the

internet runs on, the true in�uence

driving tech governance models may

lie hidden with these rich

https://www.canalys.com/newsroom/worldwide-cloud-services-q2-2024
https://www.business-standard.com/world-news/meta-to-allow-rival-ads-on-marketplace-after-eu-antitrust-penalty-125021301902_1.html
https://www.theverge.com/24248923/google-antitrust-ad-trial-doj-monopoly-doubleclick-acquisition-decoder-podcast-interview
https://www.lawfaremedia.org/article/who-s-rulin-who


corporations. If essential services

like WhatsApp, AWS, or YouTube

threaten to abandon countries like

India and Brazil due to strict

regulation, the position of threat

itself will give them an outsized role

in negotiations. Millions rely on these

services for their livelihood,

profession, communication,

entertainment, self-expression, and

increasingly democratic

participation, especially in the

Majority World. Governments may

not always have the upper hand in

policy positions. Due to their market

dominance, creating alternatives

would be di�cult, and maybe in

some cases wholly impossible. 

Indeed, while the essay focuses on

state regulations and other

infrastructure related methods as

central actors in shaping the rules

and norms of the digital future, a key

counter-argument is the singular

power of tech �rms – widely

discussed in terms of surveillance

capitalism, cloud empires, or the 

Silicon Valley e�ect. Essentially, it

shows how powerful tech companies

engage in regulatory

entrepreneurship to establish a

transnational legal order that

safeguards their global business

models. The tech industry’s 

23

adaptability and global reach further

reinforce its ability to shape legal

norms beyond traditional state

structures, as evidenced by their

adaptability to local legal and

political norms is their behavior to

acquiesce to state demands for

content takedowns in India. Despite

battles in Australia and Brazil and

verbal protests in India, X has

removed content related to farmers’

protests in India including complete

accounts. Recently, YouTube took

down a video, on weak justi�cations,

from an online comedy show in India

that caused widespread debate on

the boundaries of online speech in

the country.

A Changing Global Order

The rules of the global order are

changing. When the US is cheering

domestic businesses and chiding

Europe for stringent regulation that 

sti�es innovation, holding tech �rms

accountable will be an uphill battle

and Europe might be disincentivized

to play the leading role. At the 

Munich Security Conference in

February, Vice President JD Vance,

in a hostile speech, indirectly

highlighted that Europe’s interests to

“regulate” mis- and dis–information

is in con�ict with US ideals of free

https://www.hbs.edu/faculty/Pages/item.aspx?num=56791
https://cloudempires.org/#:~:text=In%20Cloud%20Empires%2C%20digital%20economy,distributed%20by%20Penguin%20Random%20House.
https://dx.doi.org/10.2139/ssrn.5109858
https://www.reuters.com/world/india/x-says-indias-demand-block-accounts-curtails-freedom-expression-2024-02-22/
https://x.com/KanchanGupta/status/1889173703918796860
https://www.medianama.com/2025/02/223-youtube-removes-indias-got-latent-episode-following-govt-order/
https://www.reuters.com/technology/artificial-intelligence/europe-looks-embrace-ai-paris-summits-2nd-day-while-global-consensus-unclear-2025-02-11/
https://www.politico.eu/article/vp-jd-vance-calls-europe-row-back-tech-regulation-ai-action-summit/
https://www.npr.org/2025/02/13/nx-s1-5290258/vance-munich-security-conference-trump-putin-zelenskyy-russia-ukraine
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speech. Even Zuckerberg’s

announcement to loosen the reins

on misinformation and harmful

content on Meta’s online platforms

(starting in the US) are clear

indications that Europe’s strict rules

(DSA) might be losing their sheen. 

In this new reality, the commitment

to the stringent regulatory standards

for technology governance will be

signi�cantly tested. As the con�ict

between Ukraine and Russia

continues, Europe will also remain

dependent on US military support to

guard its shared borders with Russia.

It remains to be seen whether this

reality will impact Europe’s hand on

tech regulation. China’s growing

prominence in the “race for AI

leadership” already has an impact in

changing vocabulary around AI

innovation and regulation and will

loom large on Western standards of 

governance, whether in Europe or

the US. In a post-pandemic world,

where trade negotiations and tari�

wars are twisting diplomatic

relationships and testing the limits of

our globalized world, the Brussels

e�ect is bound to undergo a

makeover and create space for other

governance models from India,

China, Brazil, Australia, and beyond.

Tech-policy observers must remain 

attentive to these global e�ects that

may fundamentally reshape digital

governance in the coming decades.

https://about.fb.com/news/2025/01/meta-more-speech-fewer-mistakes/
https://www.aljazeera.com/news/2025/3/10/europes-reliance-on-us-weapons-has-risen-says-sipri
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